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Hybrid optical-wireless networks provide the inexpensive broadband bandwidth, vital for
modern applications, as well as mobility, and scalability required for an access network.
However, in order to provide satisfactory Quality of Service (QoS) on such a non-
homogeneous network, innovative designs are required.

This paper proposes a novel scheduling mechanism to significantly improve the delay
guarantee, while maintaining high-level throughput, by predicting the incoming traffic
to optical network units (ONU). The proposed scheduler managed to exploit the available
information in hybrid optical-wireless networks, to enhance the ONU scheduler. This
results in accurate prediction of incoming traffic, which leads to intelligent and traffic-
aware, scheduling and dynamic bandwidth assignment (DBA).

Based on the proposed architecture, two DBA algorithms are proposed and their perfor-
mance is evaluated by extensive simulations. Moreover, the maximum throughput of such
network is analyzed. The results show that by using the proposed algorithms, the delay
bound of delay-sensitive traffic classes can be decreased by a factor of two, without any

adverse effect on the throughput.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

In recent years, numerous bandwidth consuming appli-
cations have emerged. These applications like Internet Pro-
tocol TeleVision (IPTV) and Video-on-demand (VoD),
require considerable bandwidth and are attracting wide-
spread attention among consumers. Moreover, service pro-
viders intend to offer voice, video, data and even wireless
services to their customers based on an all-IP shared net-
work infrastructure. As a result, a broadband access net-
work capable of ensuring Quality of Service (QoS) for
different service types is required.

Optical fiber networks are capable of transferring mas-
sive amounts of data, satisfactory for the everyday growing
demand of recent applications. Modern passive optical net-
works, such as Gigabit Ethernet Passive Optical Network
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(GEPON) or Wavelength Division Multiplexed Passive Opti-
cal Network (WDM-PON) can transfer several gigabits of
data per second and yet they have less maintenance cost
in comparison to old optical networks, like Synchronous
Optical Network (SONET). Nevertheless, it is still quite
expensive to lay fiber to every user’s premise and build a
purely optical network. It is impractical to build a true
optical network, such as Fiber To The Home (FTTH), in a
congested and built-up urban area, where considerable
number of broadband users are.

On the other hand, wireless networks are relatively
inexpensive and have the unique feature of delivering data
to mobile users. The drawbacks are that they offer much
less bandwidth and they are error-prone. Another disad-
vantage of wireless networks is that wireless spectrum is
shared among many users, further limiting the bandwidth
offered to each user.

The integration of optical and wireless networks offers
an inexpensive broadband solution. In a hybrid network,
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Fig. 1. Integrated EPON and WiMAX architectures [27] [moved accordingly].

such as the one shown in Fig. 1, the optical component is
used to connect several wireless base stations as well as
broadband customers to the central office. The abundant
bandwidth of optical network is divided among the wire-
less base stations to serve their wireless users. In addition,
hybrid optical-wireless networks offer several value-added
features, such as redundancy, mobile access and coopera-
tive communication which make it more appealing.

The hybrid optical-wireless networks seem to be the
technology of future but some challenging issues still need
to be addressed. Here, we focus on ensuring the QoS over a
hybrid network, which is vital to offer a satisfactory ser-
vice. The choice of how the scheduler assigns bandwidth
to different flows has a tremendous impact on the QoS
parameters. The scheduler typically relies on a dynamic
bandwidth assignment (DBA) algorithm to divide the avail-
able bandwidth between different flows.

In this work, we propose a method to enhance the DBA
algorithms in the optical part of hybrid optical-wireless
networks. A prediction method, which uses the informa-
tion in the wireless domain, helps decrease the delay
bound of delay-sensitive flows, and hence results in im-
proved QoS. The extensive simulation-based studies not
only shed light on the factors, affecting the proposed algo-
rithm, but also compare fixed and adaptive cycle length
optical DBA algorithms side by side.

The content of this paper addresses the integration of
Worldwide Interoperability for Microwave Access (Wi-
MAX) and Ethernet Passive Optical Network (EPON) as suc-
cessful technologies of their kind. However, most of the
discussions can be applied to any hybrid optical-wireless
network.

The paper is organized as follows. Section 2 introduces
the system model. Section 3 compares advantages and dis-
advantages of integration in hybrid optical-wireless net-
works. The proposed algorithm is presented in Section 4
and the maximum throughput of optical-wireless network
is analytically studied in Section 5. The traffic prediction
assisted algorithms, used in simulation experiments, are

explained in Section 6, while Section 7 defines the
simulation platform. Section 8 analyzes the simulation re-
sults and finally Section 9 concludes the paper.

2. System model

The topology of hybrid optical-wireless network is com-
monly considered to be tree [2,5,14,16,27,30-32].

The root of the tree is the Optical Line Terminal (OLT)
which is located at the central office (CO) and is directly
connected to the core network. Each optical network unit
(ONU), also called gateway [16], is connected to the OLT
through one or several splitters as shown in Fig. 1. WiMAX
Base Stations (BS) are connected to an ONU via a standard
interface, like Ethernet, or even implemented in the same
box. We refer to the latter case as ONU-BS. In practice,
the WiMAX BSs share the optical bandwidth with other
users, such as residential or corporate local area networks.

The WiMAX BSs provide wireless connectivity to their
subscriber stations (SS) through either a single hop legacy
wireless network or a relay-based wireless network with
mesh topology. In the latter case a routing algorithm, like
the one presented in [16], is necessary to effectively deliver
the packets.

Due to the intrinsic property of passive optical networks,
downstream data, transmitted from OLT to ONU, is broad-
cast to all ONUs. By contrast, upstream data, transmitted
from the ONUs can only be received at the OLT. Thus, the
downstream and upstream links are considered as Point-
to-MultiPoint (PMP) and point-to-point, respectively.

In cases where the wireless base station and the OLT are
collocated, the wireless and optical parts can be integrated,
resulting in an intelligent network. The key point in the
integrated architecture is that the BS and the ONU can
share their internal data, such as detailed information
about bandwidth requests, bandwidth allocation and pack-
et scheduling, which can be used to improve the overall
performance. An intelligent scheduler at the integrated



246 M. Mirahmadi, A. Shami/Computer Networks 56 (2012) 244-259

ONU-BS should leverage this extensive information to
achieve better performance and QoS guarantee.

3. Integration concept and literature review

Researchers have proposed a number of methods to
integrate wireless networks, such as WiMAX or LTE, with
passive optical networks. The idea of using information al-
ready available at the wireless BS to assist the optical part
is first introduced in [27]. But no specific methods or per-
formance evaluation has been done. To the best of our
knowledge, none of the researchers devised a comprehen-
sive method to use the information to improve the perfor-
mance of the optical domain, and hence improve the
overall performance.

Some addressed hybrid optical-wireless network by
proposing a single MAC frame and QoS structure on both
domains [6,11] while others translated one technology’s
QoS parameters into another’s [2,5,12,14,29,32]. Due to
the differences between optical and wireless systems, such
as their scalability requirements, it is too difficult to pro-
pose a single QoS structure for both technologies without
sacrificing scalability.

Sarkar et al. presented an architecture called Wireless-
Optical Broadband Access Network (WOBAN) [17-24];
This work proposed several approaches on the placement
of ONU-BS nodes. The work presented in [6] addressed
the integration of WiMAX and Optical Burst Switching
(OBS) and evaluated the performance for BE and UGS traf-
fic flows. Another architecture, namely MARIN, that incor-
porates multiple OLTs in the network was proposed in [26].

Ou et al. [14] devised a method to dynamically map the
WiIMAX classes to the Gigabit PON (GPON) classes. The
design was implemented using commercially available
equipments to deliver video on demand service to test
users. The work was later enhanced in [32] and an Excess
Distribution DBA scheme was adopted. Yan et al. proposed
a DBA algorithm that takes channel condition into account
[30]. Another channel aware algorithm was presented in
[2]. The proposed scheduling algorithm considers wireless
condition of the cell and head of line delay of rtPS queue as
well as queue length. The authors of [5] proposed a two-
step mapping that combines BE and nrtPS into a priority
queue and rtPS and ertPS into another one and then maps
them to EPON classes of traffic. Obele et al. [11,12] pro-
posed an architecture based on a unified QoS infrastructure
which is similar to IEEE 802.16a. The performance of their
proposed architecture was analyzed under self-similar and
long-reach-dependent traffic loads. Wang et al. [29] and
Luo et al. [9,10] also used a similar unified QoS scheme
throughout the network. The work described in [31] used
the time of next EPON polling to control the admission of
delay-sensitive traffics.

Amongst the various challenges that ensuring QoS on
EPON poses, the dynamic bandwidth assignment of the up-
load channel attracts more research attention. Unlike the
download channel where the bandwidth assigner has full
knowledge of the bandwidth needs, the upload bandwidth
assigner, which is located at the OLT is not aware of real
time bandwidth requirements of each ONU. Therefore, a

mechanism is required to report real time bandwidth
requirements of each individual ONU to the OLT.

To exchange the bandwidth requirement information, a
request/grant mechanism, called Multi-Point Control Pro-
tocol (MPCP), is used. In MPCP, ONUs send information
regarding their bandwidth requirements to the OLT. For
example, in a widely used method, ONUs send their queue
length to the OLT at the end of the grant slot. OLT processes
the results and sends the bandwidth assignments back to
ONUs by grant packets. The problem is that MPCP intro-
duces latency which degrades the performance of the
bandwidth assigner, i.e., the bandwidth assigner in OLT
can only know the ONU bandwidth requirements with
some delay. The MPCP request is sent once in each EPON
cycle. As a consequence, the packets that are received after
sending the request remain in ONU buffer for an extra
EPON cycle.

Using information about the incoming traffic can allevi-
ate the degradation of the extra delay. Integrated WiMAX/
EPON provides us with a tool to give this information to
OLT. Prior to sending upstream data, the user requests
the required wireless bandwidth from the WiMAX BS.
The BS scheduler assigns the available bandwidth based
on these requests and then sends the grant in UL map field
of WiMAX frame. Therefore, the BS has full knowledge of
the incoming data for at least the next coming frame. If this
information becomes accessible to the OLT scheduler, it
can be used to predict the incoming traffic which would re-
sult in a more effective bandwidth scheduling. However, in
order to achieve optimal performance, an intelligent de-
sign that considers the EPON cycle and WiMAX frame
length as well as the traffic load and its classes is required.

3.1. Effect of sharing knowledge of incoming traffic on the
delay

Predicting the incoming traffic makes it possible to re-
quest the required bandwidth for transmitting a packet
that has not yet arrived. At the next EPON cycle, due to
pre-assignment of the required bandwidth, the packets
that have just arrived at the ONU, are transmitted to the
OLT right away without experiencing any additional delay
for exchanging MPCP request/grant messages.

Since the WiMAX BS assigns bandwidth to the Mobile
Subscribers (MSs) at the beginning of each frame, it is
aware of the quantity of data to be received during the fol-
lowing frame. Fig. 2 compares the process of sending a
marked packet in normal and integrated scheduling. As it
can be seen in the Fig. 2, predicting the packet reduces
its queuing delay. This helps ensure QoS for delay sensitive
applications.

In order to use knowledge of incoming traffic to opti-
mize the bandwidth assignment in hybrid optical-wireless
networks, the length of the WiMAX frame and EPON cycles
should be carefully adjusted. The essential condition for
predicting incoming traffic is that the WiMAX frame length
should be longer than the EPON cycle length. For better
illustration, consider Fig. 3(a) in which the WiMAX frame
is considerably shorter than EPON cycles. Since the BS
knows only the traffic of the current frame, it is not possi-
ble to accurately predict the amount of traffic that accumu-
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Fig. 2. Timing diagram of sending a marked packet (a) normal scheduling (b) integrated scheduling [moved accordingly].
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Fig. 3. EPON cycle in comparison with WiMAX frames.

lates until the next EPON cycle. Therefore, only a fraction of
incoming traffic can be predicted. Hence, the performance
improvement that could be gained from full knowledge re-
cedes. By contrast, Fig. 3(b) illustrates the case in which
WiMAX frame is longer than EPON cycle. Hence, the
ONU-BS knows the quantity of data to be sent to the OLT
at the next EPON cycle.

The key part of the proposed algorithm is estimating the
amount of traffic that an ONU-BS will have to relay to the
OLT in the next grant. Without lack of generality, we as-
sume that all received data at the ONU-BS should be re-
layed to the OLT, i.e., there is no local traffic at ONU-BS.
Given that the amount of incoming traffic is known,
ONU-BS requests OLT for the amount of bandwidth, de-
noted by B, below.

Br:Q+Bp(THX)7 (1)

OLT scheduler. This approach is applicable to both fixed-
length cycle and adaptive-length cycle algorithms.

4. Algorithm description

The proposed algorithm consists of two phases. The
core of the algorithm is the inter-ONU scheduling which
is performed at OLT scheduler. This part of the algorithm
does not consider different classes of traffic and assigns
the bandwidth to each ONU based on the available band-
width, ONU requests and traffic prediction. The details of
inter-ONU scheduling is described in Section 4.1.

The second part of the algorithm, namely intra-ONU
scheduling, is performed at each ONU to assign the granted
bandwidth to each traffic class. The detail of this part of the
algorithm is explained in Section 4.2.

The algorithm is independent of the WiMAX BS sched-
uler. Therefore, it does not impose any requirement on
the WiMAX scheduler. The only modification needed at
WiMAX BS is that its upload bandwidth assignments, i.e.,
UL map, should be accessible to the ONU scheduler.
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Although choosing the WiMAX scheduler may affect the
overall performance, the study of WiMAX scheduling algo-
rithms and their impact is beyond the scope of this work. A
comprehensive survey of WiMAX scheduling algorithms
can be found in [28].

4.1. Inter-ONU scheduling

Information about incoming traffic in the next WiMAX
frame is abstracted in the function F(t), which is defined
as the aggregated traffic at time t. F(t) predicts the ONU
queue length at time t. It is an increasing function of time
that yields the amount of traffic that has been received up
to time t. The relation between WiMAX frame and F(t) is
illustrated in Fig. 4.

Every time a UL map is generated at the BS, F(t) is de-
fined for the next WiMAX frame. Note that it models the
worst case scenario and depending on the type of the
scheduler used in BS, the real incoming traffic can be
slightly less.

The summarized information, i.e., F(t), is sent to the OLT
along with bandwidth requests to be used in the schedul-
ing process. In order to limit message exchanges and keep
the OLT scheduler as simple as possible, the information
regarding the incoming traffic class is not transmitted to
the OLT. However, this can be simply implemented. F(t)
can be modeled by a linear piecewise function of time.

aot-l-bo, to <t <ty
ait+by, t <t<ty,
F(t) = at+by, t <t<ts, 3)

ant"l‘bm th<t< t11+17

where g; and b;, i = 1,. .., n are coefficients. To simplify the
calculations and prohibit time wrapping, time is typically
measured from a common origin such as beginning of
the cycle. Note that F(t) is only defined in the prediction
range (to,tn.1] which is discussed more in the next
paragraphs.

The slope of F(t) depends on the user’s transmission
modulation and coding. In scenarios where all of the MSs
use the same modulation and coding technique and TDD
duplexing is used, F(t) could be simplified to

Fi(t)
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Fig. 5. A representation of F(t): (a) General case, (b) simplified.

bo, t<ty,
F(t)=<¢ ajt+by, t1 <t<ty, (4)
bz, ) <t<ts.

This case is not unreal and it happens if the network oper-
ates at maximum capacity, where all users transmit at the
maximum modulation and coding rate. An example of F(t)
is shown in Fig. 5.

The scheduler uses F(t) to estimate the incoming traffic
and grant the appropriate amount of bandwidth. Since it is
assumed that TDD is used as the duplexing method, there
are active and idle periods. Data packets are arriving during
the active periods, where SSs are allowed to send. In WiMAX,
the active period for upstream is the part of the UL subframe
that is granted to the SSs. During idle periods users are not
allowed to send and hence F(t) remains constant.

bo, to<t<tl,
a,t + by, t51<t<t;,
F(t)={ Mt +bi, o <t<£, (5)

nt? + by, <t <M

where t! and t, are the beginning and end of ith activity
period, respectively. From WiMAX TDD point of view,
these are equivalent to beginning and end of the UL slot.
Normally, the WiMAX scheduler puts together the grant
slot of all users that transmit with the same modulation
and coding. It also packs the grant at the beginning of the
slot [13]. Therefore, it is not expected to have more than
one activity period in the prediction range. It also makes
the transmission of abstract data easier.

Considering the WiMAX rate, time division duplexing
and request scheme, F(t) is,

Q, tr<t<t],
F(t) =< Rwt+Q — Ry x min(t!,t,), tl<t<tl, (6)
Rwt! +Q — Ry x min(t!,t,), tl<t<t?

<
<

where Ry is the WiMAX transmission rate, Q is the request
or equivalently, ONU'’s queue length at the time of transmit-
ting request, and t, is the time of request transmission. F(t) is
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Fig. 6. Illustration of F(t) and request corrections method.

illustrated in blue in Fig. 6. At the time of sending the re-
quest, F(t) is initialized to Q. Then it increases with the Wi-
MAX transmission rate when the UL period begins. The
increase continues until the end of UL period and then re-
mains constant.

The prediction information is updated regularly in a
way that t, < 2, i.e,, the updated prediction range overlaps
with the previous one. Thus makes continuous prediction
possible.

Since the WiMAX frame is supposed to be longer than
the EPON cycle, it is possible that receiving data continues
between the grant periods. The ideal solution is to consider
these newly arrived packets and extend the grant to trans-
mit them, if possible. The grant can be extended until the
buffer becomes empty and all of the newly arrived packets
are transmitted.

In our proposed algorithm, the newly arrived data is
predicted with F(t). In order to consider this prediction in
the dynamic bandwidth assignment algorithm, it is re-
quired to update the requests, fed into the DBA, with the
predictions. Since the correction depends on the DBA re-
sults, it is done iteratively. This way the DBA bandwidth
assignments and request corrections are calculated jointly.

The DBA outcome without applying the request correc-
tions is considered as the initial bandwidth assignment. To
calculate the request correction, the granted bandwidth is
modeled with the same approach as incoming data. This
model, which we denote by G(t), on the other hand, de-
scribes transmitted bits. It is modeled as a line segment
which starts from t, with a slope of R. t; represents the start
time of the granted window and Ry represents the EPON
transmission rate. These models are illustrated in Fig. 6.

0 t>tg,
G(t):{’ &

Re x (t—tg), t>tg )

The reception prediction function (F(t)) and transmis-
sion function (G(t)) coincide with each other at time ¢..
This is the time that ONU queue is expected to become
empty if enough bandwidth is available.

F(t) = G(to). 8)
By substituting F(-) and G(-) from (6) and (7), respec-
tively and solving the equation for t., we have,
ty+3 ty<t;i—,

ti— g <ty <te—(Q+Rwte—Rwts),  (9)
tg+ SRRl > £, — L (Q+Rwte —Rwty),

where t; and t. denote the beginning and the end of the

next grant slot, respectively. The calculation should be done
for all ONUs. Then the request correction of each ONU is,

Rﬁew = Rg x (tlg - tg% (10)

where Ry, is the new request for ONU k. t* and t¥ denote .
and t, for ONU k, respectively.

The correction process is repeated for each ONU until
the granted bandwidths stall or a predetermined maxi-
mum iteration is reached. Then the granted bandwidth is
sent to the ONUs along with the grant start times and pre-
dicted incoming traffic.

Algorithm 1 (Proposed Inter-ONU DBA pseudo-code).

Require: Q(i), i=1,...,N
fori:=1to N do
R(i,1) — Q(i)
end for
for k := 1 to Ite,;,ox do
Ry —0
B, —0
fori:=1toNdo
if R(i, k) > Wy« then
Rex(i) — R(i, k) — Winax
By, — Bey + Bex(i)
else
B, — By + Winax — (R(i, k)
end if
end for
fori:=1toNdo
if B!, > R, then
G(i) — R(i, k) + BeuFes
else
if R(i, k) < Wy then
G(i) — R(i, k)
else
G(i) — Wi + %80 x B,
end if “
end if
end for
Update Ty,
Update P(i, G, Ty, Fi(t))
R(i,k + 1) < R(i, k) + P(i, G, Tsch)
end for
Update W

The pseudo-code of an inter-ONU DBA scheme with
prediction is shown in Algorithm 1. The pseudo-code dem-
onstrates how the prediction could be applied to a DBA
algorithm.

Note that the time frame in each ONU and OLT is differ-
ent due to propagation delay. For the sake of simplicity,
this effect is not considered in the pseudo-code, but it
has to be considered in simulations.

The notations used in the pseudo-code are explained in
Table 1.

4.2. Intra-ONU scheduling

After the available bandwidth is divided between the
ONUs, the intra scheduler at ONU has to divide the granted
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Table 1
Notations used in algorithm.
Notation Description
N Number of ONUs
R(i, k) Request of ONU i in iteration k
Q(i) Queue length at the beginning of grant
Itemax Maximum iteration for solving the bandwidth
allocation
R, Total extra requested bandwidth
B., Total extra bandwidth available
G(i) Granted bandwidth to ONU i

P(i,G,Tyy) Prediction of incoming traffic for ONU i according to
granted time slots. Calculated according to Eq. 9

incoming traffic at the highest priority is taken into ac-
count, the remaining of G, is used to transmit the newly re-
ceived packets of the next priority queue. This continues to
lower priority queues. After the first round, the second
round is performed without any modification.

The pseudo-code of the algorithm is shown in Algo-
rithm 2. In the pseudo-code, R(i) denotes the length of
the queue i at time of request, Q(i) denotes the length of
queue at the beginning of grant, G is the granted band-
width and P is the predicted coming traffic. G.(i) represents
the granted bandwidth for class i, N, is the number of clas-
ses and B, represents the remaining unused bandwidth.

bandwidth between different traffic classes. Here, we con-
sider three different classes of traffic, namely expedited
forwarding (EF), assured forwarding (AF) and best effort
(BE). Here, we adopt strict priority in the ONU scheduler.
Therefore, the ONU scheduler serves EF, the highest prior-
ity class first. Then it serves AF and after that BE.

When strict priority is applied in the ONU scheduler,
high priority packets that are recently received can con-
sume the granted bandwidth that was originally requested
by the lower priority packets. It causes the delay of lower
priority packets to decrease significantly in light load
ONUs. The phenomenon is called light load penalty. A rem-
edy for this problem is suggested in [8]. The suggestion is
to move the contents of queues in order of their priority
to a separate transmit buffer at the time of sending the re-
quest. This buffer will be transmitted at the next grant
regardless of the higher priority packets that may arrive
after that. After the transmit buffer is emptied, other
queues are served in order of their priority. In other words,
the transmit buffer acts as the highest priority queue. This
algorithm is called two-stage DBA.

We propose a variant of two-stage DBA that does not
require another buffer. At the time of sending the request,
the ONU records the length of each queue. The recorded re-
quest is then used to determine how many packets can be
sent from each queue during the next grant.

The ONU scheduler works in two rounds. In the first
round, it serves the queues in order of their priority up to
the saved request for each queue. Since the queues are
First-In-First-Out (FIFO), it means that only the packets
that were in the queue at the time of request (t;), are
served. After that, the scheduler starts transmitting the
next priority queue. The second round starts after all
queues are swept once and all packets that were in the
queues at request time are transmitted. In this cycle the
ONU scheduler performs normal strict priority scheduling
to serve the newly arrived packets. The pseudo-code of
the algorithm is shown in Algorithm 2.

When DBA is enhanced with the prediction, it basically
assigns bandwidth to incoming packets. But as it was de-
scribed in the previous section, the class of the incoming
traffic is not differentiated in order to keep the algorithm
simple. To be able to use the bandwidth that is assigned
to incoming packets, the accounted predicted traffic is also
received along with the grant size. This predicted traffic
granted bandwidth is represented with G,. The scheduler
adds G, to the highest priority traffic request. Since the

Algorithm 2 (The intra-ONU scheduling algorithm pseudo
code).

Require: R(i), i=1,...,N,
Require: Q(i), i=1,...,N,
Require: G, P

First round:

R(1) —R(1)+ G,

fori:=1to N, do

Ge(i) — min (R(i), G-y} c,,.(k))

end for

Second round:

fori:=1toN.do

Brem < min (0, G-, Gc(k)>

Gc(l) — Gc(l) -+ mm(Q(l) - R(l), Brem)
end for

5. Maximum throughput analysis

The maximum throughput is achieved when the whole
granted bandwidth is used. Therefore in order to calculate
the maximum throughput, it is assumed that all ONUs are
backlogged. A direct result is consuming the whole granted
bandwidth. In each EPON cycle, which is denoted by C, the
factors that are explained in following paragraphs, waste
the bandwidth.

The required gap between ONU'’s granted slots, known
as inter-ONU guard time (G,), is a contributing factor to
bandwidth waste. In each cycle, there are N,,, gaps be-
tween the grants; where N, is the number of active ONUs
in the network. Another contributing factor is the gap be-
tween two consecutive cycles, which we represent as G,.
The bandwidth that is used for sending the report mes-
sages also reduces user bandwidth. Again, there are No,,
report messages in each EPON cycle.

Adding up all of the waste factors, it is possible to work
out the maximum throughput. It is assumed that the DBA
algorithm that is used and the round trip time of ONUs, let
the grant slots to be assigned without any gap in between
other than the described ones. The maximum throughput
is,

Nonu % Gt — Gz — Nony x 52
RmaX=1* onu 1 CZ onu RE7 (11)

where Ry is the maximum throughput and L., is the
length of the report message in bits.



M. Mirahmadi, A. Shami/Computer Networks 56 (2012) 244-259 251

Some DBA algorithms such as the one presented in [3],
require all ONU requests to process the bandwidth assign-
ment. In these algorithms, the walk time between frames
wastes a considerable amount of bandwidth. The walk
time is basically composed of three different components;
waiting time for reception of the last ONU request, the pro-
cessing time of scheduling algorithm and the round trip
time of first ONU. The last factor comes from the fact that
the link remains idle for the duration of transmitting the
first ONU’s grant and receiving data from it. Supposing
the processing time is negligible, it is equal to the first
scheduled ONU'’s round trip time. In summary, walk time
is defined as the time between reception of last report
message and reception of the first data bit of the first
ONU. In this period, the link is idle and the corresponding
bandwidth is wasted. Taking the walk time into account
the maximum throughput is worked out as,

1 L
Rnox=1—=x NonuXGI*GZ*NunuXﬂ*Trtt*Tpmc )
C Re

(12)

where T, is the round trip time of the ONU that its report
is the last report and Ty is the processing time of DBA
algorithm.

6. Traffic-prediction-assisted algorithms

The proposed traffic prediction mechanism can be ap-
plied to any type of DBA algorithm. Since it provides the
DBA algorithms with real-time information of traffic, it
generally improves the delay performance. There are two
approaches among DBA algorithms to EPON cycle length
which is a significant factor in the performance of the pro-
posed method. Some DBA algorithms, such as the well-
known Interleaved Polling with Adaptive Cycle Timing
(IPACT) [7], use dynamic cycle length while others, such
as Excess Distribution [3], adapt fixed cycle length. In order
to investigate the proposed method’s performance in both
categories, the proposed method is applied to a DBA algo-
rithm from each category.

The first DBA algorithm is Excess Distribution which is
first proposed in [3] and later improved in [4]. This DBA
scheme first divides the available bandwidth equally
among the ONUs to define the threshold window. All of
the ONU'’s requests that are less than the threshold are
granted. Then, the unused remaining bandwidth is distrib-
uted equally between the unsatisfied ONUs. The variant
used in this study adapts a two-stage scheduling algo-
rithm, as described in Section 4.2, to allocate bandwidth
to each of the traffic classes. This algorithm is referred to
as Excess Distribution or ED, while the traffic-prediction-
assisted version of it, is referred to as Integrated ED. The
psuedo-code of the integrated ED is shown in Algorithm
1 as an example of applying the proposed traffic prediction
on a DBA algorithm.

Unlike the first algorithm that maintains the fixed EPON
cycle length, the second algorithm, namely CB-IPACT, ad-
justs EPON cycle length according to the introduced traffic
load. Another difference is that CB-IPACT grants the re-
quests on-the-fly, i.e., it processes each request indepen-

dent of others. CB-IPACT grants the request if it is less
than a predefined maximum grant. Otherwise, it grants
the maximum grant.

Grant = min{Request, MaxGrant}. (13)

Then the two-stage approach, explained in Section 4.2, is
employed to distribute the granted bandwidth to different
traffic classes. Employing the two-stage approach helps sat-
isfy the QoS requirement for each of the classes. Applying
traffic prediction to this algorithm by the method, ex-
plained in Section 4.1, is fairly simple. The traffic-predic-
tion-assisted CB-IPACT is referred to as Integrated-CBIPACT.

7. Simulation platform

The performance of the proposed algorithm is exten-
sively studied using simulations setup under different sce-
narios. Simulation experiments are conducted with the
OPnet simulation package for wireless internetworking
V.15 [1]. Custom models for OLT, ONU-BS as well as link
are developed to ensure utmost similarity to the real
equipment.

WiMAX standard supports several physical layers. This
includes Orthogonal Frequency-Division Multiple Access
(OFDMA), Orthogonal Frequency-Division Multiplexing
(OFDM) and Single-Carrier Time Division Multiple Access
(SC-TDMA); each supports Time Division Duplexing
(TDD) or Frequency Division Duplexing (FDD). In this
study, without lack of generality, we consider SC-TDMA
with TDD.

The simulation model is depicted in Fig. 7. Unless men-
tioned otherwise, the scenario given in Fig. 7 is used as the
simulation topology. This simulation model consists of one
OLT which is connected to 32 ONU-BSs. The performance
of the system is analyzed by simulating it under different
DBA algorithms.

The proposed traffic prediction assisted bandwidth
assignment method is applied to CB-IPACT and Excess Dis-
tribution. The performance of the enhanced algorithms as
well as the original algorithms is studied extensively
through simulations.

The Ethernet and WiMAX workstations are responsible
for generating different classes of traffic. Since we focus on
the performance of uplink, all of the traffic load is destined
toward a server located near the OLT. The default simulation
parameters are shown in Table 2, unless otherwise stated.

To simulate the WiMAX part of the network, a modified
version of standard OPnet WiMAX models is used. The
added modifications enable these models to share some
of their internal information with the developed EPON
models, which is vital to implement the proposed DBA
algorithms for hybrid optical-wireless networks.

The EPON part of the network is custom designed to
implement the point to multipoint aspects of the EPON
as well as its Ethernet frame architecture. The EPON mod-
els consist of OLT MAC layer, ONU MAC layer and link.
These models are accessible from [1].

Optical networks typically performs as the backbone
infrastructure. In real implementations, they connect cor-
porate networks as well as wireless base stations to the
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Fig. 7. Simulation scenario [replaced by a more meaningful diagram].

Table 2
Simulation parameters.
Simulation Value
parameters
EPON cycle length 2ms
WiMAX phy TDD
Ne

WiMAX frame size 5ms
Inter ONU guard time 1 pus
Propagation delay 10 ps

operator’s core. This realistic scenario has been studied
Section 8.4.

In the realistic scenario, half of the ONUBSs have been
replaced by the legacy ONUs, that serve the corporate
users, to study their effect on the performance of the pro-
posed algorithm. The legacy ONUs cannot predict the traf-
fic and has to request for bandwidth.

In addition, in a real network the real-time load on the
users are not equal. To model this effect, in the scenario,
80% of the total traffic load is generated in 25% high load
ONUs and ONUBSs. The remaining load is then generated
by low load ONUs and ONUBSs. The traffic load on the
ONUs and ONUBSs are shown in Table 3.

7.1. Traffic types

Three traffic types are considered in the simulation
experiments. The highest priority traffic is the Expedited
Forwarding (EF) which models the voice or video traffic.
The Quality of Service requirements of this class are de-
fined by maximum tolerable delay, maximum jitter, maxi-
mum loss and throughput.

Table 3
Traffic loads in realistic scenario [added].

Low load (Mbps) High load (Mbps)

ONU 125 150
ONUBS 4.5 50

The second priority traffic is the Assured Forwarding
(AF). Multimedia streaming traffic falls into this category.
This class of traffic is delay-constrained and typically its
delivery is assured as long as its throughput remains with-
in predefined limits.

The third, and most basic traffic class is the Best Effort
(BE) traffic that models file transfers, email and web traffic.
This class has no specific requirement in terms of maxi-
mum delay or jitter. However, the throughput plays an
important role for this class and hence, some researchers
define a minimum throughput requirement to prohibit
BE traffic from being cut-off from the network in highly
loaded conditions.

7.2. Traffic generation

WiIMAX users (Fig. 7) are responsible for generating
traffic with the required distribution. The EF traffic load
is generated by a Poisson process while AF and BE traffic
classes are generated by self-similar models to better mod-
el real traffic in the network. To model the traffic more
realistically, EF traffic is composed of packets with fixed
length equal to 100 bytes, while AF and BE packet length
is uniformly distributed between 100 and 1500 bytes.
The total traffic load is composed of BE, AF and EF; each
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of them shares 0.4, 0.4 and 0.2 of the total traffic, respec-
tively [25].

A simple way to generate self-similar traffic is to multi-
plex several traffic flows with a distribution that has long-
range dependence (LRD) property, like Pareto distribution
[33]. The density function of Pareto distribution is,

o+1
f(X):%C—:) . x>k o>0. (14)

Since a traffic with heavy-tailed distribution is desired, the
shape parameter is bounded (1 < o < 2). The degree of
self-similarity which is normally expressed as Hurst
parameter (H) is related to shape parameter by,

3—-a
2 b

The model used in simulation experiments, is a super-
position of Fractal Point Processes (Sup-FRP). The Hurst
parameter is set to 0.8 which is suitable for web traffic as
well as file transfer [15]. The fractal onset time scale is
set to 0.1 s.

The simulation scenario consists of three users per each
ONU-BS. Each user is responsible of generating one class of
traffic. This gives us the flexibility of modifying each traffic
class and its corresponding parameters without affecting
other classes of traffic.

H=

l<a<2 (15)

8. Simulation results

In this section, the performance of the proposed algo-
rithm is investigated under different conditions. Unless
stated otherwise, the cycle length and the frame length
are equal to 2 ms and 5 ms, respectively. Moreover, the
load is sufficient enough to saturate the network.

The remainder of this section compares the performance
of the CB-IPACT, Excess Distribution, Integrated-CBIPACT
and Integrated ED, under different load conditions. For the
sake of comparison, some of the performance criteria are
also measured for static scheduling. The effect of modifying
key parameters is also investigated.

8.1. Load analysis

In the following paragraphs, the behavior of the pro-
posed algorithms under different loads is investigated. Un-
der light and moderate loads, the network throughput,
shown in Fig. 8, is the same for all algorithms. This is an
obvious result of introducing less load than network capac-
ity which all of the DBA algorithms are capable of deliver-
ing. The throughput performance curves separate when
the introduced load approaches the link capacity.

Fig. 9 compares the delay of the EF flow for different
algorithms as the load increases. As expected, an increase
in load results in more delay. Under lower loads, the grad-
ual increase in the delay of CB-IPACT is mainly because of
the increase in cycle length. The cycle length of CB-IPACT
extends with load which in turn results in 1 ms increase
in average delay. The probability distribution function of
delay of EF flows (Fig. 11) clearly shows that increasing
the load results in longer delays. In full load conditions, cy-
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Fig. 8. Normalized throughput versus normalized load.
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Fig. 9. Delay of EF flow in different loads.

cle length saturates to its maximum and the EF delay is in-
creased by more than the maximum cycle length. The same
discussion applies for AF flows with the minor difference
that AF flows experience a faster increment due to their
lower priority.

Since incoming traffic prediction assumes that the traf-
fic is continuous, the scheduler is not aware of the band-
width requirement of each individual packet. Therefore,
the scheduler may assign a portion of the required band-
width to send the packet. Since fragmentation of packets
is not permitted in EPON, this granted bandwidth would
be wasted. The inaccuracy caused by partial bandwidth
assignment slightly deteriorates the performance of the
integrated algorithms and causes the delay to increase
slightly. However, the reward of bearing a slightly longer
delay in light loads is a significant delay decrease in high
load, as shown in Figs. 9 and 10.

Both Excess Distribution and integrated ED algorithms
fix a cycle length, equal to maximum cycle length of CB-
IPACT and integrated-CBIPACT. As a result, their cycle
length is longer than the average cycle length of CB-IPACT
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Fig. 11. Probability density function of EF delay with CB-IPACT and
integrated-CBIPACT.

and integrated-CBIPACT in light and moderate loads.
Therefore, their delay is generally greater than that of
CB-IPACT and integrated-CBIPACT. ED can keep constant
delay when load is up to 75% of link capacity for EF traffic
and up to 50% of link capacity for AF traffic. This is because
higher priority traffic can take advantage of the excess
bandwidth which is distributed between ONUs, to send
their packets. Again, Since AF has lower priority, it is more
susceptible to increasing load and its effect can be seen
sooner. The delay of both flows increases significantly at
full load. However, if the proposed traffic prediction algo-
rithm is applied, it counteracts the load effect and signifi-
cantly decreases the delay. The effect of prediction can be
best demonstrated with the probability distributed func-
tion of the delay that is shown in Fig. 12.

Fig. 9 shows an interesting phenomenon. The average
delay of the EF flow decreases as load increases from 0.8
to 1. In moderate loads, there is an amount of excess band-

width that is distributed among the ONUs. This excess
bandwidth varies significantly for each cycle and as a re-
sult, the granted bandwidth also significantly varies.
Therefore, the position of the granted slot in the cycle
changes. This might increase the cycle length that is mea-
sured in some ONUs and as a result, increase their average
delay. Not all of the ONUs are affected by the phenomenon.
Since both ED and CB-IPACT serve ONUs in a round robin
fashion, the variation in grants does not affect first and last
ONUs. However, the full effect of variation can be seen at
the ONUs that are granted in the middle of the cycle. When
the load increases to full load, less excess bandwidth re-
mains and the granted slots become equal. Therefore, the
granted slot does not change its position and the phenom-
enon vanishes, which is shown in Fig. 9 as a slight decrease
in average EF delay.

From QoS point of view, the throughput is almost the
same for all four algorithms. The delay bound of the algo-
rithms is the same in light lights. But in heavy loads, inte-
grated algorithms, due to their unique prediction method,
allow considerably lower delay bound, at the expense of an
insignificant delay increase in light loads. A comparison of
fixed and adaptive cycle length algorithms reveals that
although both categories have the same delay bound, the
adaptive cycle length algorithms perform better in terms
of delay, in light load conditions. This holds true for inte-
grated algorithms.

8.2. EPON cycle length analysis

Since the ability to predict incoming traffic depends on
the ratio between the lengths of the EPON cycle and Wi-
MAX frame, as discussed in Section 3 and 4, changing the
cycle length has a significant impact on the performance
of the proposed algorithm. In saturated conditions, where
all of the ONUs are backlogged, almost all DBAs assign
the available bandwidth equally to the ONUs. Therefore,
the difference in performance is mainly due to traffic
prediction. By analyzing the full load behavior of the
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Fig. 12. Probability density function of EF delay with ED and integrated
ED.
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algorithm, it is possible to investigate the prediction per-
formance in nearly isolated environment.

Fig. 13 compares the network throughput in different
cycle lengths. The frame length is set to 5 ms in all of the
simulations. The throughput is normalized to nominal
capacity of the link which is 1 Gbps in EPON. The normal-
ized throughput varies between 0.92 and 0.99. CB-IPACT
assigns the bandwidth on the fly, i.e., as the scheduler re-
ceives each bandwidth request, it processes the request
and sends the grant. On the other hand, ED processes all re-
quests at the same time. Hence, walk time causes a reduc-
tion in ED’s maximum throughput in comparison with CB-
IPACT. Static bandwidth assignment does not perform the
assigning based on requests and its maximum throughput
is the same as CB-IPACT.

Maximum throughput increases with longer cycle
lengths. This is mainly because there is less frequent re-
quest/grant exchanges which directly translates in reduced
walk time. Therefore, the bandwidth consumed for the re-
quest/grant pairs and also the bandwidth wasted in walk
times can be conserved.

Fig. 13 also indicates an insignificant throughput reduc-
tion in integrated versions of CB-IPACT and ED in compar-
ison with the original algorithms. This is due to the
overhead caused by extra message exchange to share the
traffic information with the OLT in integrated versions.

The simulated throughput as well as the analytical
throughput are shown in Fig. 14. The minor difference be-
tween simulation and analytic throughput is caused by the
fragmentation effect, which we did not consider in analy-
sis. Since fragmentation is not allowed in EPON, the as-
signed bandwidth is wasted if the packet is larger than
the remaining granted bandwidth. This slightly decreases
the throughput in simulation experiments. For shorter
EPON cycles, this can happen more frequently and thus
the effect is larger.

Fig. 15 shows the average delay of the EF stream with dif-
ferent cycle length. Generally, by increasing the cycle
length, the average delay is also increased because there
are less frequent grant slots available to the ONU. A packet
may remain in queue longer in longer cycles. This justifies
the linear increase in the delay shown in Fig. 15. By knowing
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the incoming traffic in advance, the proposed algorithms
can save the time that is normally spent on exchanging re-
quest/grant. This results in almost a cycle length reduction
in delay when full knowledge of incoming traffic exists.
For example, assuming the frame length is 5 ms, the ONU
has full knowledge of incoming traffic when the cycle length
is equal to 1 ms or 2 ms (refer to Section 3 for details). It is
backed by 1 ms and 2 ms delay reduction when cycle length
is set to 1 ms and 2 ms, respectively.

By contrast, given that the WiMAX frame length is 5 ms,
in 5 ms and 10 ms EPON cycle lengths, ONU has only partial
knowledge on incoming traffic and hence a part of incom-
ing traffic is handled in conventional manner, i.e., request/
grant mechanism. Therefore it results in only a partial
reduction in delay. This phenomenon can be best under-
stood through careful investigation of PDF of the EF delay.
The EF delay probability density function of ED and Inte-
grated ED is shown in Fig. 16. When EPON cycle length is
set to 2 ms, adding prediction to the algorithm clearly shifts
the PDF leftward and decreases the delay. However, when
EPON cycle length is 5 ms, it is not always possible to send
the required information to the prediction module in time
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Fig. 15. EF stream delay versus EPON cycle length.
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and information may be received when it is expired. This is
demonstrated in Fig. 17. The required information for the
prediction of incoming traffic which is extracted from the
DL/UL map is transmitted to the OLT scheduler along with
the request. In case of BS1 the information is updated after
transmission of request and therefore, the incoming packet
has to wait for the next request to be sent if there is no extra
granted bandwidth available for sending it. On the other
hand, BS2 updates the information before sending request
and hence the incoming packet is predicted in the sched-
uler and the required bandwidth is assigned for transmit-
ting it. The result is the PDF shown in Fig. 16.

The same effect can be seen in Fig. 18 for the AF
streams. However, because the prediction module does
not differentiate between traffic types, the bandwidth as-
signed to the predicted traffic is assigned to the highest
priority flow, which is EF flow. This does not affect the per-
formance when ONU has full knowledge of the coming
traffic. But in case of partial knowledge, i.e., EPON cycle
length is 5 ms or 10 ms, the unpredicted EF packets can
take advantage of the bandwidth, originally assigned to
AF packets. This deteriorates the performance of lower pri-
ority packets in case of partial knowledge.

In summary, throughput is not affected by augmenting
the algorithms with the prediction mechanism. However
the delay of high priority classes can be decreased by a fac-

Cycle Length = 2 ms
14 0.45
Excess Distribution (ED)
==w== |ntegrated ED

Cycle Length = 5 ms

==#==integrated ED
Excess Distribution (ED)

12 2l
0.35 1
1
I 0.3 1
|
g 0.8 2025 1
F=3 = .
£ 5 e SR
06 & 02 i \ 1
5 $
045/ i x
0.4+ i1 f':‘
x
RIS rd H
i fog
02| i R
‘ 005/ i
i
0 0 r A

2 4 6 Eo10
Average EF delay (ms)

0 2 4 6
Average EF delay (ms)

o

Fig. 16. Comparison of EF delay PDF for different EPON cycle length.
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tor of two. Although the method always decreases the de-
lay, it performs best with full knowledge, i.e., when the
EPON cycle length is less than WiMAX frame length.

8.3. WiMAX frame length analysis

Changing the length of the WiMAX frame affects the
performance metrics of the proposed algorithms. The only
performance metric which is not affected is system
throughput which is shown in Fig. 19. The EPON cycle
length is fixed to 2 ms in all simulation experiments. Like
the previous discussion, the ED’s throughput is slightly less
than CB-IPACT due to walk time.

The delay of EF and AF streams for different frame lengths
isshownin Figs. 20 and 21, respectively. Although, changing
the frame length does not affect the amount of traffic load, it
changes the frequency and shape of the incoming traffic; i.e.,
when the frame length is extended, the frequency of incom-
ing traffic decreases, however the amount of traffic deliv-
ered instantly to optical network increases.

The delay of the EF stream remains fixed for WiMAX
frame lengths up to 5ms and then it slightly increases,
while the delay of AF streams is only fixed for WiMAX
frame lengths up to 2 ms and then it increases dramatically
afterward. Because WiMAX TDD is used as the physical
layer of the wireless part of the network, the incoming traf-
fic is bursty in nature. This does not affect the delay, if
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Fig. 17. Timing diagram for partial knowledge of incoming traffic.
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Fig. 19. Maximum throughput versus frame length.

WiIiMAX frame length and EPON cycle length are set in a
way that EPON sees continuous traffic, i.e., the amount of
traffic introduced to EPON is almost the same in each EPON
cycle. But as WiMAX frame length grows to more than that
of the EPON cycle, the traffic becomes bursty and pulse-
shaped. The amount of the traffic in each pulse also in-
creases. In long frames, the amount of traffic delivered to
the ONU is more than the maximum grant size. Thus it is
divided among several EPON cycles, resulting in increased
queuing delay. Since, the prediction algorithm does not
provide the information about the amount of traffic in each
class, the biggest share of the predicted bandwidth is allo-
cated to the EF stream and hence it exhibits the increasing
trend later than AF stream does. The phenomenon can be
seen clearly in Figs. 20 and 21.

Extending the frame length leads to extending the
range of the prediction, and in turn, decreases the mean
EF delay. However, the decreasing trend stops at frame
length equal to 5 ms and increases thereafter. As the Wi-
MAX frame is extended, the amount of traffic aggregated
in each frame grows. The aggregated traffic is delivered al-
most instantaneously to the ONU for transmission. In the
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short frames, the amount of traffic is little enough to be
sent in a single EPON cycle. The lack of distinction between
the traffic classes in prediction also acts in favor of high
priority traffic. Since EF traffic can also use the granted
bandwidth that is originally assigned to AF flows. But when
the aggregated EF traffic is increased to more than the
granted bandwidth, it spreads over two or more EPON cy-
cles, which results in increased delay.

In summary, increasing the WiMAX frame length in
comparison to EPON cycle length helps the prediction algo-
rithm predict traffic for a longer range. On the other hand
aggregating traffic, caused by longer WiMAX frames, can
result in the loss of statistical multiplexing gain. Long Wi-
MAX frame lengths also increases the queuing delay which
contracts the delay reduction gained by traffic prediction.
Therefore, it is vital to intelligently choose the EPON cycle
length as well as the WiMAX frame length to take advan-
tage of the prediction.

8.4. A realistic scenario

The delay of EF and AF traffic classes are shown in
Fig. 22. It shows the delay of high and low load ONU and
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Fig. 22. The delay of EF and AF traffic classes in realistic scenario [added].
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Fig. 23. ONU/ONUBS throughput in realistic scenario [added].

ONUBSs when various DBA algorithm are employed. As can
be seen in the figure, applying the proposed prediction-
based DBA algorithm does not affect the delay of legacy
ONUs. However, it lowers the delay of ONUBSs’ delay-sen-
sitive packets dramatically. This is due the fact that in
cases where the network as a whole is working with full
capacity, the total requested bandwidth is greater than
the total available bandwidth. Thus, the ONUs and ONUBSs
are granted with the requested bandwidth or less which
results in an extra delay for requesting bandwidth. Since
the proposed scheme pre-grant the packets from ONUBSs,
the algorithm benefits both of the high and low load
ONUBSs. In summary, the proposed DBA algorithm is ben-
eficial when the network is working in full capacity regard-
less of the traffic distribution.

Fig. 23 shows the throughput of ONU/ONUBSs. In this
figure, High load ONU and ONUBS are represented by ONU_H
and ONUBS_H, whereas ONU_L and ONUBS_L represent low
load ONUs and ONUBSs. It is concluded from the figure that
the delay decrement in delay-sensitive classes of traffic
comes with a slight decrease of BE throughput in high load
ONUs. On the other hand, the high load ONUBSs are granted
more bandwidth to enable them to better serve the delay-
sensitive classes. It is worth mentioning that the through-
put of low load ONUs and ONUBSs are not affected. Also,
applying the proposed algorithm does not harm the EF
and AF throughput of high load ONUs.

9. Conclusion
Hybrid optical-wireless network is a promising technol-

ogy that is relatively inexpensive and can address the huge
bandwidth need of modern applications. In this work, a

mechanism was proposed to enhance the performance of
the optical scheduler algorithm by augmenting it with a no-
vel incoming traffic prediction, which is extracted from the
internal information of the wireless scheduler. The predic-
tion method was described and investigated in detail. Based
on the prediction method, two DBA algorithms were pro-
posed. Extensive simulation experiments proved the per-
formance of the algorithms and showed that due to the
prediction method applied, the delay of both algorithms
in high loads can be decreased by a factor of two, without
affecting the throughput. The effects of changing the main
parameters were also investigated. In addition to that, the
performance of the proposed algorithm was proved in a real
world scenario which consists of ONUs and ONUBSs.

The results showed that predicting the traffic removes
the significant delay increase which normally occurs in
high load conditions. In fact, the delay of high priority traf-
fic remains the same for high and light load conditions.
This enables the service providers to establish a lower de-
lay bound and a better Quality of Service for consumers,
even in high load conditions.

Since the proposed algorithm is superior to conven-
tional algorithms, only in the high load conditions, and also
because the main part of the algorithms runs in the OLT, it
is very simple to further tailor the algorithm to be acti-
vated just in high loads, where it is useful the most, and
to remain idle otherwise. This results in a simpler DBA in
light load conditions and a more efficient one in high load
conditions. In future works, we will establish a proper load
threshold to activate the proposed DBA algorithm.
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